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1. I NTRODUCTION

The research effort into multi-robot systems is driven by the assumption that multiple
agents have the possibility to solve problems more efficiently than a single agent.
Agents must therefore cooperate in some way.  Before we can begin to consider
cooperation between robots we must define exactly what is meant by cooperation.
Next we will investigate how cooperation can be achieved within a behaviour-based
framework, by implementing cooperative behaviours using mobile robots to perform a
concrete task.

The basic control design approaches can be broadly divided into four types.  These are
defined by [M ataric 92a]  and we briefly reiterate them and their shortcomings here.
The purely reactive approaches use a mapping from sensor sets to associated actions; a
set of rules [Brooks 87] .  The planner-based strategies originated with the symbolic AI
community and employ a sense-plan-act cycle.  The plan stage uses cognitive
techniques to reason about a symbolic world model.  There also exist hybrid systems
which employ reactive components beneath planner-based systems to provide the
benefits of both.  Another approach is behaviour-based, which uses a set of interacting
distributed concurrent behaviours, each of which may incorporate memory and learning
of environment representations.

The purely reactive approach achieves robust real-time performance, but the tasks that
can be achieved are limited because of the lack of any cognition.  The planning
approach suffers from a number of problems including slow interaction with the
environment due to slow processing, the frame problem and the symbol grounding
problem.  The hybrid approaches attempt to marry two incompatible philosophies and
still suffer from many of the problems of the planning approaches.  For more depth on
these problems refer to [Pfei fer 95] .  The behaviour-based approach has the potential of
real-time response and cognitive processing in a uniform manner.  We have chosen to
implement our cooperative behaviour within the behaviour-based philosophy.
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2. OUR AIMS

As research into multi-agent cooperation is still a relatively new field there are no
standard formalism’s for describing cooperation nor benchmarks for measuring the
performance of techniques.  The aim of our research is to determine the defining
characteristics of cooperative behaviour; examine the effect of these characteristics on
performance and to propose a scheme for implementing cooperation within the
framework of behaviour-based robotic systems.

In order to assess the performance of different levels of sophistication of cooperative
behaviour we have focused on a concrete application.  The task we have chosen is for
two autonomous mobile robots to clean the floor of our laboratory.  The ‘Yamabico’
robots [Yuta 91]  shown in Figure 1 each have different tools and sensors such that
neither can accomplish the task alone.

Figure 1 - (a) Yamabico Flo (b) Yamabico Joh

One of the robots ‘Joh’ navigates by vision, and has a vacuum cleaner that can be
turned on and off via software.  Joh’s task is to vacuum piles of litter from the
laboratory floor.  It cannot vacuum close to walls or furniture.  It has the capability to
‘see’ piles of litter using its vision system, but not fine particles scattered over the
floor.

The other robot ‘Flo’ , has a brush tool that is dragged over the floor to sweep
distributed litter into larger piles for Joh to pick up.  Flo uses whisker sensors  to
navigate (see Figure 1a).

The task is to be performed in the unmodified environment of a laboratory.  Our
laboratory is very cluttered and the robots have to contend with furniture, other robots,
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people, opening doors, changing lighting conditions, equipment with dangling cables
and other hazards.

3. WHAT IS COOPERATION ?

The word ‘cooperation’ has been applied to behaviour between robots and also
between humans and robots, without much thought having been given to its exact
meaning.  Although its literal reading - simultaneous operation - is quite general, the
word has historically been used primarily to refer to the joint behaviour of humans,
and sometimes animals.  As such its traditional meaning may be loaded with
anthropomorphic assumptions which do not hold in the modern robotics context.
Before we consider an appropriate definition for robot cooperation we need to examine
cooperative behaviour in humans and animals.  As cooperation is a social phenomena
we may look to sociology and social psychology for insight into its mechanisms
[T inbergen 53] [W ilson 75] [W right  95] .

3.1 Characterising Cooperation

The robotics community has investigated various characteristics of cooperation.  Using
the terms defined by [Cao 95] , which we can relate to the social organisation of
biological systems, some of the characteristics that define the group architecture of a
cooperative system are:

• Centralisation/Decentralisation - of planning for cooperative actions
• Differentiation - homogeneous or heterogeneous capabilities
• Communication Structures - none, implicit, explicit, dialogue for planning
• Modeling of Other Agents - no awareness, awareness, modeling of others

A more detailed description of these and a classification of current research into these
categories is given in [Jung 96].

Our research focuses on systems which are distributed, allow heterogeneous
individuals, explicit communication, and modelling of other agents.  Individuals are
autobiographical - learn from experience, engage in explicit communication, and
dynamically plan cooperative actions.  Although cooperation is dynamically planned,
the mechanisms are determined at design time - not learned via social or cultural
learning.  The learning will be limited to learning the environment.  The robots will
also be given an implicit model of some actions of other agents.

4. REALISING COOPERATION

In the sections to follow we will describe four experiments we have designed around
the cleaning task.  The first will be a simple scenario not involving any explicit
communication or learning, and will serve as a benchmark against which to assess the
performance of the other three.  They will increase the level of cooperative
sophistication.  Before we describe the experiments we will briefly describe the robot
hardware we are using.
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4.1 Hardware

We have the two Yamabico robots mentioned above, each equipped with basic
locomotion and four ultrasonic range sensors.  The robot Joh also has a CCD camera
and video transmitter that sends video to our Fujitsu MEP tracking vision system.
The vision system does template correlation, and can match about 100 templates at
frame rate.  The vision system can communicate with the robot, via UNIX host, over
a radio modem to close the loop.  We have implemented a vision-based navigation
system that is capable of landmark based navigation and can operate safely in dynamic
environments at speeds up to 600 mm/sec [Cheng 96] .

The robot Flo has a brush and some novel proportional whisker sensors we have
developed for accurately sweeping close to walls and furniture.  Flo has two whisker
sensors mounted on its left side for wall following and two whiskers in front for
collision detection (see Figure 1a).  The basic behaviours we have implemented on Joh
and Flo are discussed below.  First we will outline the three experiments we have
designed to carry out the cooperative cleaning task and assess performance.

4.2 Experiments

4.2.1 Emergent Cooperation

The simplest experimental case, which will serve as a benchmark against which to
access the following three, involves no awareness of the other robot and hence no
explicit cooperation or communication.  Any communication is implicit via
interaction through the environment.  The cooperation can be described as emergent.
We have found that very little needs to be added to the base competency of each robot
to achieve this kind of cooperation.

Flo uses wall following and obstacle avoidance behaviours to brush around the
perimeter of the laboratory close to the walls.  Periodically, Flo decides to deposit the
litter collected so far into a pile in clear space farther away from the wall where Joh can
vacuum it.

Joh navigates our laboratory using visual landmarks.  A foraging behaviour is executed
in which it wanders about the laboratory, avoiding obstacles, people and Flo while
searching for piles of litter.  The piles of litter are identified using the vision system.
To conserve power Joh only turns its vacuum on when its sees litter.  Occasionally
Joh may attempt to vacuum artefacts on the floor that aren’t litter, such as a patch of
sunlight or a piece of equipment.  In the case of sunlight no harm is done, while in the
case of a piece of equipment the bump sensor will stop the robot.
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Figure 2 - (a) Cleaning by emergent cooperation (b) Visual obstacle avoidance

Using these simple behaviours Flo and Joh clean the floor in an inefficient manner.
Neither robot requires the capacity to purposively navigate around the laboratory using
a learned map in this case.

Since we required a close high speed wall following capability in Flo for sweeping
close to the walls, after investigating existing technologies, we decided to develop a
unique proportional whisker sensor.  We utilised a Kalman filter to estimate the robot
position relative to the wall by fusing the information from the side whiskers with the
wheel odometry.  Flo is also fitted with a simple scoop so that wall following at an
appropriate distance causes litter to be scooped from the wall.  Flo then periodically
drives into free space away from the wall and reverses leaving a pile of litter from
scoop behind.

The wall following behaviour was extended to follow rough contours around the
laboratory by using the front whiskers to detect corners and obstacles and to make an
appropriate turn.  Flo also has other miscellaneous simple behaviours such as reflex
stopping, door traversal, tracking along straight trajectories and others [Jung 96a] .

Joh has the ability to visually distinguish between the carpet on our laboratory floor
and other obstacles at video frame rate (30Hz).  This is accomplished using our
template matching vision system and has been discussed in [Cheng 96] .  This provides
a good free space wandering and obstacle avoidance behaviour as shown in Figure 2b.
Joh also needs the ability to detect piles of litter left by Flo.  For this we use an
‘interest’ operator that segments areas of non-carpet surrounded by carpet (see Figure
3a).  The 2D array of template correlation values must be normalised to compensate
for camera lens distortion first.  Once a possible pile of litter has been detected a visual
servoing behaviour moves the robot over it.  The vacuum can be turned on and off via
software control.  If the object was an obstacle not litter, then since Joh is fitted with a
row of bump sensors on the front, it will be stopped from trying to vacuum it.
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Figure 3 - (a) Pile of litter and Interest operator output   (b) Flo from Joh’s camera

The beauty of this approach to litter detection is that it is simple.  It requires little
computation, no model, is very robust, and delivers enough information for the task.
A scheme that used sophisticated classical computer vision techniques, perhaps using a
model of litter, would be computationally expensive, difficult to implement and would
still fail some times.  Hence almost nothing would be gained since the bump sensors
would still be required as backup.

4.2.2 Cooperation by Observation

The second experiment, a more interesting case, utilises explicit cooperation using
implicit communication by passive observation (cf. [Kuniyoshi  94] ).  In this case Joh
uses the vision system to identify Flo by matching a unique geometric pattern.  By
observing Flo’s actions Joh can determine the approximate location of the litter
deposited by Flo.  This new behaviour augmented the existing foraging behaviour and
improved the efficiency of the cleaning task.  This case requires awareness of Flo’s
existence by Joh.

In particular Joh needs to be able to identify and track the motion of Flo in the live
video.  This is accomplished by placing a unique pattern on the sides of Flo and
tracking templates from it with geometric constraints (Figure 3b).  The match
correlation value for each template is fused using a network of Kalman filters.  Other
work in our laboratory used this technique with the vision system for robust human
head tracking and is discussed in [Zel insky 96] .  Because we know the size and shape
of the pattern we can also easily estimate the distance and heading of Flo relative to
Joh.
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Figure 4 - (a) Cooperation by observation (b) Cooperation with communication

4.2.3 Cooperation with Communication

The third experiment, by including explicit communication between the robots, can
further improve the efficiency of the task.  When Joh can see Flo it communicates this
fact.  In response Flo communicates the locations of any piles of litter it dumped since
their last communication.  The locations are communicated as relative distances and
directions from Flo’s current position, which Joh knows relative to itself because it
can see Flo.  Joh then attempts to go to the approximate location of each pile and
visually find it to vacuum.  Because of cumulative odometry error Joh will only
succeed if the piles are not too far away.  Also because neither robot has a map of it’s
environment Joh will only be able to go to the piles of litter by traversing a straight
line path through free space.  If it encounters an obstacle it will try the next pile of
litter.  This case only requires some simple communicative behaviours over the last
experiment.

The communication between the robots is achieved using two pairs of radio modems
between each robot and a UNIX host in combination with some networking software
we developed for the custom robot operating system.

4.2.4 Co-construction of Joint Plans

All the capabilities required to implement the first three experiments have been
described.  The fourth experiment requires a significant increase in the sophistication of
the basic behavioural capabilities of the robots.  In particular they must be able to
learn a map of their environment and purposively navigate by it.  A mechanism for
this is described below.

The are two possible dialogues in this experiment.  When Joh sees Flo it chooses a
name for the location where it sees Flo and labels the location in its internal map.  It
then tells Flo to label the location in its map.  Joh and Flo have different
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representations for their maps.  The map is represented in terms of the behavioural and
sensory space of the robots, which means Joh will have visual landmarks in its map
while Flo will have whisker based landmarks in its.  Hence there is no possibility for
communicating an absolute location except where the location has been labelled as just
described.

The second dialogue occurs when Flo dumps litter, in which case it communicates the
litter location in terms of a relative position from the nearest named location.  In this
case Joh simply navigates to the location using its map and visually searches for the
litter to vacuum.  Alternatively Joh could just note the location and vacuum the litter
pile when it next comes near the location.

Joh

Flo
A

B

C D

A,B,C,D

A,B,C,D

Figure 5 - Joint planning (eg. communication of rendezvous points)

The communication is completely grounded in the behaviour-sensor space of the
robots even though each has a different such space.  There is no communication of
symbolic concepts that have been anthropomorphically designated by the designer.
For example, we may consider that Flo can detect ‘doors’ using its whiskers and Joh
can detect ‘doors’ visually.  Hence we might imagine some communication using the
concept of a ‘door’.  However, since a door to Flo is really just a pattern of whisker
movements and to Joh a geometric arrangement of matched templates, there will be
situations where the implicit identity assumption in our anthropomorphic designation
will break down.  As Connah and Wavish state “communication between them
(robots) will have to be flexible and natural; growing out of the perceptions that are
part of their general behaviour patterns” [Connah 90] .

The mechanism we have developed for purposive navigation uses a spatial and
topological map representation that is integrated into our action selection mechanism,
which incorporates learning.  This mechanism is briefly described below because it is
also the basis of our proposed scheme for the dynamic co-construction of joint
cooperative action plans, which is currently being implemented.

One major problem to be solved in robotics is, given a robot with a repertoire of basic



9

behaviours - which behaviour should be selected next?  Various action selection
mechanisms have been proposed, such as Rodney Brooks’ subsumption architecture
[Brooks 87] .  We have developed a mechanism based loosely on Pattie Maes’
spreading activation scheme [M aes 90a] , extended to add integrated learning and adapted
to a behaviour based framework.  The are beyond the scope of this paper, please refer
to [Jung 98] .

5. CONCLUSION

We have presented the design and implementation of some experiments in cooperative
cleaning behaviour between autonomous mobile robots.   In particular we:

• Implemented a novel proportional whisker sensor and data fusion technique for
close wall following.

• Implemented basic robot behaviours for emergent robot cleaning, including
whisker and vision based navigation capabilities.

• Improved the performance of cleaning by adding, first implicit - by
observation, and then explicit, communication between the robots.

• An action selection mechanism for joint planning of cooperative actions,
including the possibility of planning communication dialogue.

Although this was a slightly contrived task one can easily imagine applications where
there exists a trade-off between using one or a few very complex robots or a larger
number of much simpler and less expensive robots to perform a task.  For example,
you may design a large complex and expensive automated cleaning robot, but in the
event of failure the task cannot be performed.  If instead there were numerous smaller,
cheaper and simpler robots performing the same task cooperatively, then the reliability
of any single robot will be higher.  In addition, because they are cheaper to
manufacture it may be possible to have redundancy so that the failure of a single unit
does not render the whole system useless.  In addition the time required to develop a
few robots with simple behaviours may be less than that required for a single robot
with complex behavioural requirements.
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